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[bookmark: _Toc466270882]Introduction

Imagine a world where networking speeds became mired at 1MB/s, stayed “stuck” at that speed for 20 years and then became “unstuck,”  suddenly jumping to 1GB/s (1000X).  For storage, something similar has indeed happened with the transition from Hard Disk Drives (HDDs) to Solid State Devices (SSDs).  In the past, storage administrators sized systems by estimating the IOPS needed, then buying a quantity of 15K rpm HDDs to provide those IOPS. Often, this resulted in buying more HDD capacity than was necessary.  Now, storage administrators typically size a system based on the needed capacity, then buy a quantity of SSDs to provide that capacity, and are pleasantly surprised with the performance that comes along with the capacity. This paper underscores that all SSDs are not alike and that specific configurations and settings need to be considered to maximize performance and system value.

In the software domain, MySQL Server is a commonly used Relational Database Management System (RDBMS). This whitepaper clarifies how today's data centers combine SSDs and MySQL to achieve a substantial business advantage. The paper focuses on Percona Server – a free, fully compatible, open source MySQL Server enhancement. Because Percona Server is optimized for the I/O subsystem, it was selected for the experiments herein described, with the best-known methods reported on the following pages.
About the Benchmark: TPC-C and tpcc-mysql

TPC-C is an OLTP industry standard benchmark developed and maintained by the Transaction Processing Performance Council (TPC) [www.tpc.org]. It is widely used and well understood, which enables database administrators to quickly correlate quoted TPC-C results to their specific application. TPC-C simulates a wholesale supplier and is centered on processing orders. It is a mixture of read-only and update-intensive transactions that represent complex OLTP application activities. The benchmark implements five types of transactions (new order, payment, delivery, order status and stock level), and reports performance by measuring the number of new orders processed per minute (tpmC). It contains strict guidelines that must be observed in any official implementation. Furthermore, in spite of its complexity, TPC-C is easily scaled up or down to fit the system under test.

Tpcc-mysql is Percona’s TPC-C implementation. It is written in C and follows Revision 5.11 of the MySQL standard specification.  We tested with tpcc-mysql “out-of-the box” code, downloaded from the Percona GitHub site. 
[bookmark: _Toc466270883]Hardware Configurations

In the past, OLTP systems were frequently bottlenecked by IO; meaning CPUs were constantly waiting on HDDs to respond.  But when we replace HDDs with NVMe SSDs on a Dual Socket Server, the CPU becomes the bottleneck. In an attempt to minimize the CPU bottleneck, we tested two types of database servers: Dual Socket (12 core) and Quad socket (28 core).
Dual-socket (12 Core) configuration
	
	
Database Server
	
(Client) Load Generation Server

	CPU
	
	

	Model Name
	Intel(R) Xeon(R) CPU E5-2670 v3 @ 2.30GHz
	Intel(R) Xeon(R) CPU E5-2640 v3 @ 2.60GHz

	Processors
	12
	8

	Cores
	24
	32

	Memory
	64GB
	128GB

	OS version
	Linux 4.4.0-040400-generic 
	Linux 3.19.0-14-generic

	MySQL Server
	5.7.11
	

	Percona Server
	5.7.10-3
	

	Storage
	 
	 

	SAS HDD
	2x SEAGATE  ST600MP0005 15K rpm
	

	SATA SSD
	2x Samsung 850 PRO
	 

	NVMe SSD
	2x Samsung XS1715
	 


	
Quad-socket (28 Core) Configuration
	 
	
Database Server

	(Client) Load Generation Server


	CPU
	
	 

	Model Name
	Intel(R) Xeon(R) CPU E7-4850 v3 @ 2.20GHz
	Intel(R) Xeon(R) CPU E5-2640 v3 @ 2.60GHz

	Processors
	28
	8

	Cores
	112
	32

	Memory
	 124GB 
	126GB

	OS version
	Linux 4.4.0-040400-generic 
	Linux 3.19.0-14-generic

	Percona Server
	5.7.11-4
	 

	Storage
	 
	 

	SAS HDD
	2x SEAGATE  ST600MP0005 15K rpm
	 

	SATA SSD
	2x Samsung 850 Pro
	 

	SAS SSD
	2x Samsung PM1633
	

	NVMe
	2x Samsung PM1725
	 



It is generally accepted that OLTP database applications have been I/O bound. They typically have not exhausted CPU capacity. While this is true for HDDs, we see a paradigm shift with NVMe SSDs. 
With HDDs, CPUs are always less than 1% busy, while with NVMe SSDs CPU utilization goes up to more than 30% with 100+ connections. This 30 times CPU increase translates into 110+ times more transactions per minute (tpmP), making the case for better server utilization when using NVMe SSDs.
Mean CPU % utilization (User+Sys) on the Quad Socked Server
	Mean CPU %
	15K rpm SAS-HDD
	SATA SSD
	SAS SSD
	NVMe SSD

	50 connections
	0.4%
	5.8%
	15.9%
	22.3%

	100 connections
	0.4%
	13.4%
	23.3%
	32.1%

	150 connections
	0.5%
	15.0%
	26.4%
	28.9%

	200 connections
	N A
	16.4%
	27.2%
	33.8%



This report presents current results for four storage devices: PM1725 (NVMe SSD), PM1633 (SAS SSD), 850Pro (SATA SSD), and a Seagate 15Krpm HDD (HDD). We show how faster SSD storage is revolutionizing typical OLTP applications that have been traditionally I/O bound, thereby increasing throughput by orders of magnitude, measured with tpcc-mysql benchmark.
[bookmark: _Ref449357560][bookmark: _Toc466270884]Optimizing MySQL Server and Percona Server for SSDs

We observed that the NVMe SSDs performed either 200% or 700% better than SATA SSDs, depending on the selected configuration. With that in mind, we then proceeded to determine the best performance level for each device. In addition to adjusting MySQL configuration parameters, we tried increasing and decreasing the database size[endnoteRef:1], as well as partitioning (sharding) the database across multiple storage volumes.  [1:  TPC-C database size is defined by number of warehouses (wh). All tables are scaled up or down based on the number of warehouses defined. A 10-wh database occupies roughly 1GB of disk space.] 

MySQL Server throughput (tpmP[footnoteRef:1]) for 200 and 250 connections - SATA versus NVMe on the Dual Socket Server [1:  tpmP= New Order transactions per minute] 

	1,000-wh[footnoteRef:2][footnoteRef:3]; 200-connections  [2:  TPC-C database size is defined by number of warehouses (wh). All tables are scaled up or down based on the number of warehouses defined. A 10-wh database occupies roughly 1GB of disk space.
]  [3: ] 

	SATA SSD
	NVMe SSD
	pct diff

	Config #1 – MySQL baseline 
	      7,366.55 
	    24,440.57 
	232%

	Config #2 – sub-optimal config 
	      4,478.28 
	    37,802.13 
	744%

	pct diff
	-39%
	55%
	 

	1,000-wh; 250-connections 
	SATA
	NVMe
	pct diff

	Config #1 – MySQL baseline 
	      6,668.33 
	    23,175.19 
	248%

	Config #2- sub-optimal config
	      4,457.47 
	    33,857.05 
	660%

	pct diff
	-33%
	46%
	 




	BKM
	Use SSDs instead of HDDs; there is no viable reason to use HDDs.
First preference: NVMe SSD
Second preference: SAS SSD



[bookmark: _Toc466270885]Flush Method and Buffer Pool

	BKM
	Switch the flush_method to ‘O_DIRECT’
MySQL uses its buffer pool as disk cache, rather than using Linux filesystem as buffer space.



	BKM
	Increase the buffer pool from 3GB to 12GB
Larger buffer pool improves performance for all storage types.



After considerable experimentation and analysis, we switched the flush_method to ‘O_DIRECT’, and then stopped using Linux’s filesystem buffer space and instead began using MySQL buffer pool as the disk cache.  Configuration #2 (sub-optimal, see appendix A) has 3GB of buffer pool, and therefore very little buffer space to be spared as disk cache. 

In Configuration #3 (MySQL Optimal, see appendix A) we increased the buffer pool to 12GB, which benefitted all three storage types. 

The NA for 15K rpm SAS-HDD in Configuration #2 (sub-optimal) indicates we cannot run tpcc-mysql with that setup (we get “lock wait timeout” error messages, meaning that the system is not able to complete transactions within the expected time). When we move to Configuration #3 (MySQL optimal), we get a significant boost for all devices, especially for 15K rpm SAS-HDD, which is now able to complete the test without errors.
[bookmark: _Toc466270886]Impact of Latency

Think of latency as a traffic signal on a popular roadway. If the roadway has few cars, it’s an inconvenience. If the roadway has too many cars, traffic backs up which can be a disaster; this is true in I/O.  This is when data center managers can really appreciate the benefits of faster storage devices. When everything else is the same, most users connected to an “NVMe system” will see their transactions completed in less than 90 milliseconds – two orders of magnitude faster than the 5,000+ milliseconds users connected to the “HDD system” experience.






MySQL Server 95th percentile response times for Config #3 (dual socket)

MySQL Server maximum response times for Config #3 (dual socket)


In the case of SAS-HDD with 150 connections, the I/O traffic backs up and the system becomes unresponsive. If this happens in an actual market environment, anyone using the database (bank tellers, cash registers, RFID checkers) will see their transactions cease to operate and their business grind to a halt.
[bookmark: _Toc466270887]Optimization Guidelines

	BKM
	innodb_thread_concurrency. Different values were tried; the best performance came with the default 0 (unlimited thread_concurrency).




	BKM
	innodb_adaptive_hash_index. Turned ‘OFF’, since OLTP workloads typically do not reuse data from previous queries.



	BKM
	innodb_fill_factor. Indicates the percentage of space on each B-tree page that is filled during a sorted index build. 50 works best for workloads with lots of INSERTs.



	BKM
	Separate log_dir and datadir. All storage types benefit from this. For both Percona and MySQL Server, it means setting up the parameters from Appendix A marked with either <data storage> or <log storage> to the appropriate storage location.
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Here throughput results for all storage types were reviewed. Observe that the SATA SSD result is 32+ times better than that of the HDD, and that NVMe SSD throughput is two to five times better than SATA, and up to 51% better than SAS SSD.
Throughput in tpmP – Quad Socket
	Connections
	SAS-HDD
	SATA SSD
	SAS SSD
	NVMe SSD
	SAS_HDD -> SATA
	SAS_HDD -> SAS-SSD
	SAS_HDD -> NVMe
	SATA  -> SAS
	SATA -> NVMe
	SAS-> NVMe

	50
	742
	23,868
	73,236
	110,357
	3117%
	9770%
	14773%
	207%
	362%
	51%

	100
	757
	55,378
	94,702
	136,479
	7218%
	12415%
	17935%
	71%
	146%
	44%

	150
	1,090
	58,123
	96,691
	138,748
	5234%
	8773%
	12632%
	66%
	139%
	43%

	200
	N A
	58,276
	97,796
	139,158
	 
	 
	 
	68%
	139%
	42%



The best tpcc-mysql throughput, 139K tpmP, is obtained using NVMe SSDs running with 200 connections. The 100 connection result, 136K tpmP, is 180+ times better than HDD. Next FigureError! Reference source not found. shows New Order transactions executed over time for all four storage types for the 100-connection case.


New Order transactions over time (Higher is better)


New Order 95th percentile response times (Lower is better)


Notice for 15K SAS-HDD 200c, the result took too long to obtain (failed test). In an actual market environment, this represents a non-responsive system impacting business operations.







New Order maximum response times (Lower is better)


The 95th percentile response times for New Order transactions over the duration of each measurement.

SATA SSD and SAS SSD latencies (Lower is better)


SAS SSDs demonstrate significantly lower latencies than SATA SSD for this OLTP workload.

SAS and NVMe latencies (Lower is better)

NVMe SSDs demonstrate significantly lower latencies than SAS SSDs for this OLTP workload.

[bookmark: _Toc466270889]tpcc-mysql System Resource Utilization

All Disk Writes 100 connections (Higher is better)

[image: C:\Users\hubbert.s\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Outlook\TGOT4FU8\CA-AllDiskWrites-100c-4tests-V2.png]



All Disk Reads 100 connections (Higher is better)
[image: C:\Users\hubbert.s\AppData\Local\Microsoft\Windows\Temporary Internet Files\Content.Outlook\TGOT4FU8\CA-AllDiskReads-100c-4tests-V2.png]
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Not all SSDs are the same but all SSDs perform substantially better than HDDs.  NVMe SSDs can be up to five times more performant than SATA SSDs, as tested with Percona.  SAS-SSD can be up to 125 more performant than SAS-HDD. NVMe SSDs are 180 times more performant than 15K rpm HDDs.
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This appendix contains the many configuration settings for both MySQL Server and Percona Server discussed in this report.
MySQL Server and Percona Server configurations
	Parameter Name
	Config #1
MySQL Initial
	Config #2
MySQL Suboptimal
	Config #3
MySQL Optimal
	Config #4
Percona Optimal

	datadir 
	 /<data storage>/mysql_data/mysql
	 
	 
	 

	tmpdir  
	 /tmp
	 
	 
	/<log storage>/mysql_log

	lc-messages-dir 
	 /usr/share/mysql
	 
	 
	 

	explicit_defaults_for_timestamp
	 
	 
	 
	 

	innodb_log_group_home_dir  
	 /<log storage>/mysql_log
	 
	 
	 

	innodb_undo_directory
	  /<log storage>/mysql_log
	 
	 
	 

	innodb_buffer_pool_size 
	 3GB
	 
	12GB
	 

	innodb_thread_concurrency 
	0
	 
	 
	 

	innodb_temp_data_file_path 
	 '../../../<log storage>/mysql_log/ibtmp1:72M:autoextend'
	 
	 
	 

	innodb_page_cleaners
	32
	 
	 
	8

	innodb_buffer_pool_instances
	32
	 
	 
	8

	innodb_io_capacity
	300000
	 
	 
	15,000

	 innodb_io_capacity_max 
	600000
	 
	 
	25,000

	innodb_adaptive_hash_index
	OFF'
	 
	 
	0

	innodb_fill_factor
	50
	 
	 
	100

	innodb_write_io_threads
	16
	 
	 
	 

	innodb_read_io_threads
	16
	 
	 
	 

	innodb_flush_method
	<empty>
	O_DIRECT
	O_DIRECT
	O_DIRECT

	innodb_flush_neighbors
	1
	 
	 
	0

	query_cache_size
	0
	 
	 
	 

	log_timestamps
	 'SYSTEM'
	 
	 
	 

	table_open_cache
	8000
	 
	 
	 

	table_open_cache_instances
	16
	 
	 
	64

	back_log
	1500
	 
	 
	 

	max_connections
	4000
	 
	 
	 

	innodb_use_native_io
	 ON (default)
	 
	 
	OFF / ON

	## To be able to use many connections in TPC-C:
	 
	 
	 
	 

	max_prepared_stmt_count
	64000
	 
	 
	 

	# files
	 
	 
	 
	 

	innodb_log_files_in_group
	3
	 
	 
	 

	innodb_log_file_size
	48MB
	1G
	1G
	10G

	innodb_open_files
	4000
	 
	 
	 

	# tune
	=
	 
	 
	 

	innodb_checksum_algorithm
	NONE
	 
	 
	crc32

	innodb_max_dirty_pages_pct
	90
	 
	 
	 

	innodb_max_dirty_pages_pct_lwm
	10
	 
	 
	 

	innodb_lru_scan_depth
	4000
	 
	 
	8192

	join_buffer_size
	32K
	 
	 
	 

	sort_buffer_size
	32K
	 
	 
	 

	innodb_spin_wait_delay
	96
	 
	 
	6

	# perf special
	 
	 
	 
	 

	innodb_flush_neighbors
	0
	 
	 
	 

	innodb_max_purge_lag_delay
	30000000
	 
	 
	0

	# Monitoring
	 
	 
	 
	 

	innodb_monitor_enable
	 '%'
	 
	 
	<empty>

	performance_schema
	OFF
	 
	 
	 




..oo0oo..
Maximum Response Time - New Order
sas-hdd	50 c	100 c	150 c	20300.159	49452.057	sata	50 c	100 c	150 c	4699.628	15759.151	37367.158	nvme	50 c	100 c	150 c	1716.82	1242.701	1932.778	milliseconds
NewOrder Transactions per Minute - 100 Connections
nvme	129502.0	141355.0	146651.0	146312.0	146627.0	144574.0	143751.0	144163.0	144650.0	141699.0	140214.0	140926.0	140875.0	142095.0	142081.0	141969.0	141458.0	141744.0	140437.0	140138.0	140361.0	140739.0	138355.0	139487.0	140228.0	139736.0	139118.0	138134.0	138195.0	137952.0	138794.0	137831.0	137829.0	138890.0	136985.0	137380.0	136516.0	137521.0	136312.0	136715.0	136751.0	138551.0	136974.0	134526.0	132214.0	130088.0	128488.0	127025.0	122704.0	128305.0	131034.0	130545.0	130781.0	133762.0	133410.0	134185.0	134562.0	134082.0	134299.0	132514.0	130546.0	130579.0	128668.0	130298.0	129060.0	130588.0	130468.0	129710.0	131300.0	132945.0	134033.0	134017.0	134262.0	134650.0	135593.0	135458.0	136375.0	136106.0	136267.0	135576.0	136415.0	136120.0	137407.0	135769.0	137158.0	136608.0	136922.0	136776.0	136936.0	137020.0	136911.0	136454.0	137000.0	137093.0	137317.0	137572.0	137765.0	136132.0	137512.0	137735.0	137817.0	137112.0	136630.0	136714.0	137570.0	136744.0	137061.0	136830.0	136877.0	136444.0	135849.0	136900.0	136619.0	138087.0	136145.0	135455.0	136305.0	134346.0	134544.0	135187.0	SAS	83528.0	86927.0	90525.0	97385.0	100510.0	100544.0	101259.0	100770.0	100855.0	100571.0	99941.0	100557.0	99230.0	99208.0	99413.0	98987.0	99039.0	98876.0	97764.0	98956.0	98651.0	99440.0	98734.0	98035.0	97753.0	98716.0	97845.0	98664.0	98123.0	97718.0	97494.0	99014.0	98082.0	98068.0	97648.0	98356.0	97925.0	98143.0	97753.0	97764.0	97056.0	96992.0	97327.0	96917.0	97795.0	97509.0	97709.0	98001.0	98314.0	97873.0	97438.0	97812.0	97358.0	97259.0	96853.0	96720.0	97023.0	96590.0	96652.0	97292.0	96437.0	95935.0	95781.0	94401.0	91560.0	89668.0	87864.0	88217.0	87456.0	85943.0	83599.0	86671.0	90110.0	89798.0	89977.0	90584.0	91020.0	91816.0	92002.0	93738.0	93532.0	94146.0	93839.0	92350.0	93329.0	91995.0	90150.0	90504.0	89961.0	88326.0	88157.0	88183.0	89142.0	88836.0	88561.0	89262.0	89530.0	89207.0	90514.0	90177.0	90690.0	91870.0	92631.0	93189.0	92718.0	93410.0	93679.0	94442.0	94637.0	94625.0	94542.0	94858.0	94913.0	94484.0	94803.0	93998.0	94316.0	94640.0	94212.0	94050.0	sata	60.0	120.0	180.0	240.0	300.0	360.0	420.0	480.0	540.0	600.0	660.0	720.0	780.0	840.0	900.0	960.0	1020.0	1080.0	1140.0	1200.0	1260.0	1320.0	1380.0	1440.0	1500.0	1560.0	1620.0	1680.0	1740.0	1800.0	1860.0	1920.0	1980.0	2040.0	2100.0	2160.0	2220.0	2280.0	2340.0	2400.0	2460.0	2520.0	2580.0	2640.0	2700.0	2760.0	2820.0	2880.0	2940.0	3000.0	3060.0	3120.0	3180.0	3240.0	3300.0	3360.0	3420.0	3480.0	3540.0	3600.0	3660.0	3720.0	3780.0	3840.0	3900.0	3960.0	4020.0	4080.0	4140.0	4200.0	4260.0	4320.0	4380.0	4440.0	4500.0	4560.0	4620.0	4680.0	4740.0	4800.0	4860.0	4920.0	4980.0	5040.0	5100.0	5160.0	5220.0	5280.0	5340.0	5400.0	5460.0	5520.0	5580.0	5640.0	5700.0	5760.0	5820.0	5880.0	5940.0	6000.0	6060.0	6120.0	6180.0	6240.0	6300.0	6360.0	6420.0	6480.0	6540.0	6600.0	6660.0	6720.0	6780.0	6840.0	6900.0	6960.0	7020.0	7080.0	7140.0	7200.0	30860.0	39239.0	45034.0	49492.0	52019.0	52630.0	52766.0	55491.0	55700.0	47600.0	49400.0	50680.0	51856.0	53564.0	54423.0	55346.0	56305.0	56271.0	55714.0	55801.0	56580.0	56671.0	56999.0	56968.0	57124.0	56724.0	56397.0	56880.0	56034.0	56556.0	55940.0	57028.0	55751.0	55753.0	55881.0	55803.0	56275.0	56952.0	56402.0	58067.0	56351.0	55377.0	56479.0	56214.0	56488.0	56431.0	55569.0	55603.0	55928.0	56761.0	57196.0	56906.0	57475.0	57909.0	58778.0	55820.0	56535.0	56835.0	56256.0	57014.0	57993.0	56891.0	56216.0	56591.0	56222.0	56993.0	56300.0	55535.0	57062.0	55811.0	56908.0	56656.0	55703.0	56910.0	54911.0	56659.0	54634.0	56082.0	56087.0	55963.0	56536.0	56451.0	56563.0	55269.0	56584.0	56941.0	56127.0	57303.0	54433.0	56987.0	56529.0	56193.0	57118.0	56921.0	55255.0	56174.0	56987.0	55900.0	56413.0	58030.0	55629.0	55660.0	56156.0	56937.0	56305.0	56107.0	56920.0	56380.0	55478.0	56791.0	56692.0	55569.0	56026.0	55692.0	54549.0	53098.0	54536.0	53776.0	52528.0	52787.0	sas-hdd	438.0	353.0	387.0	442.0	447.0	415.0	461.0	479.0	490.0	487.0	547.0	516.0	626.0	608.0	605.0	625.0	556.0	552.0	524.0	593.0	550.0	583.0	622.0	623.0	606.0	606.0	612.0	613.0	651.0	622.0	643.0	627.0	608.0	672.0	680.0	651.0	676.0	648.0	698.0	644.0	698.0	673.0	724.0	706.0	701.0	710.0	718.0	731.0	804.0	748.0	822.0	789.0	827.0	812.0	799.0	820.0	826.0	813.0	796.0	839.0	814.0	790.0	814.0	875.0	824.0	823.0	817.0	796.0	841.0	873.0	759.0	873.0	816.0	829.0	872.0	895.0	881.0	835.0	797.0	902.0	911.0	889.0	894.0	890.0	931.0	869.0	895.0	864.0	933.0	877.0	871.0	872.0	834.0	916.0	813.0	841.0	928.0	926.0	849.0	853.0	969.0	877.0	927.0	912.0	904.0	895.0	873.0	867.0	963.0	926.0	913.0	925.0	945.0	853.0	934.0	897.0	852.0	949.0	937.0	965.0	Time interval
NewOrder 95th Percentile Response Times
sas-hdd	50 c	100 c	150 c	200 c	4182.189058333332	8571.984149999993	10847.12156666667	sata	50 c	100 c	150 c	200 c	99.53054166666661	142.3130416666667	181.0603583333333	238.5310083333334	SAS	50 c	100 c	150 c	200 c	57.38585833333335	67.92812499999996	127.6249916666667	144.752825	nvme	50 c	100 c	150 c	200 c	26.4141680672269	32.0863529411765	32.56632773109244	33.98576470588231	Connections
milliseconds
NewOrder Maximum Response Times
sas-hdd	50 c	100 c	150 c	200 c	13884.437	42896.382	76667.939	sata	50 c	100 c	150 c	200 c	592.211	899.485	1242.862	1483.204	SAS	50 c	100 c	150 c	200 c	286.166	454.29	1147.99	1758.9	nvme	50 c	100 c	150 c	200 c	218.973	342.5369999999997	400.9329999999997	527.628	Connections
milliseconds
NewOrder 95th Percentile Response Time - 100 connections
sata	120.0	180.0	240.0	300.0	360.0	420.0	480.0	540.0	600.0	660.0	720.0	780.0	840.0	900.0	960.0	1020.0	1080.0	1140.0	1200.0	1260.0	1320.0	1380.0	1440.0	1500.0	1560.0	1620.0	1680.0	1740.0	1800.0	1860.0	1920.0	1980.0	2040.0	2100.0	2160.0	2220.0	2280.0	2340.0	2400.0	2460.0	2520.0	2580.0	2640.0	2700.0	2760.0	2820.0	2880.0	2940.0	3000.0	3060.0	3120.0	3180.0	3240.0	3300.0	3360.0	3420.0	3480.0	3540.0	3600.0	3660.0	3720.0	3780.0	3840.0	3900.0	3960.0	4020.0	4080.0	4140.0	4200.0	4260.0	4320.0	4380.0	4440.0	4500.0	4560.0	4620.0	4680.0	4740.0	4800.0	4860.0	4920.0	4980.0	5040.0	5100.0	5160.0	5220.0	5280.0	5340.0	5400.0	5460.0	5520.0	5580.0	5640.0	5700.0	5760.0	5820.0	5880.0	5940.0	6000.0	6060.0	6120.0	6180.0	6240.0	6300.0	6360.0	6420.0	6480.0	6540.0	6600.0	6660.0	6720.0	6780.0	6840.0	6900.0	6960.0	7020.0	7080.0	7140.0	7200.0	175.369	150.72	151.716	154.419	153.406	148.659	140.777	147.639	123.96	126.131	123.849	126.131	124.555	123.146	119.586	114.335	116.617	121.063	122.082	127.307	130.041	129.42	130.47	131.884	135.201	132.557	133.353	134.033	132.398	132.398	132.676	128.609	130.705	132.874	134.838	146.758	134.918	138.977	131.765	133.953	137.982	132.874	129.73	132.121	138.52	136.748	138.603	140.356	139.811	131.332	137.94	136.584	141.792	137.982	139.853	133.752	134.033	133.073	138.478	137.569	134.878	134.394	133.672	137.405	138.395	141.241	148.037	137.982	139.686	141.03	141.834	143.328	141.622	143.285	140.314	147.198	138.023	144.146	146.626	139.937	140.608	141.834	148.304	147.11	147.772	146.978	147.595	148.971	147.33	142.857	144.059	145.62	145.228	146.276	150.135	147.993	146.057	156.046	154.373	151.762	141.41	141.665	147.066	143.071	146.057	141.199	146.319	144.881	148.348	138.561	143.887	138.852	142.345	142.985	150.45	143.071	144.794	154.373	147.374	SAS	120.0	180.0	240.0	300.0	360.0	420.0	480.0	540.0	600.0	660.0	720.0	780.0	840.0	900.0	960.0	1020.0	1080.0	1140.0	1200.0	1260.0	1320.0	1380.0	1440.0	1500.0	1560.0	1620.0	1680.0	1740.0	1800.0	1860.0	1920.0	1980.0	2040.0	2100.0	2160.0	2220.0	2280.0	2340.0	2400.0	2460.0	2520.0	2580.0	2640.0	2700.0	2760.0	2820.0	2880.0	2940.0	3000.0	3060.0	3120.0	3180.0	3240.0	3300.0	3360.0	3420.0	3480.0	3540.0	3600.0	3660.0	3720.0	3780.0	3840.0	3900.0	3960.0	4020.0	4080.0	4140.0	4200.0	4260.0	4320.0	4380.0	4440.0	4500.0	4560.0	4620.0	4680.0	4740.0	4800.0	4860.0	4920.0	4980.0	5040.0	5100.0	5160.0	5220.0	5280.0	5340.0	5400.0	5460.0	5520.0	5580.0	5640.0	5700.0	5760.0	5820.0	5880.0	5940.0	6000.0	6060.0	6120.0	6180.0	6240.0	6300.0	6360.0	6420.0	6480.0	6540.0	6600.0	6660.0	6720.0	6780.0	6840.0	6900.0	6960.0	7020.0	7080.0	7140.0	7200.0	68.53	66.868	63.932	64.258	64.2	64.62499999999998	63.798	63.989	63.474	63.703	62.344	63.341	63.247	64.354	64.60499999999997	63.209	62.79400000000001	62.66300000000001	63.058	63.493	63.779	63.417	63.779	63.60700000000001	63.875	63.36	64.297	64.70200000000001	64.431	63.932	63.19	63.779	64.66299999999998	64.87699999999998	64.085	64.258	63.058	64.62499999999998	63.83600000000001	64.81800000000001	65.149	64.258	65.81500000000001	66.928	66.948	68.1	68.87899999999998	71.1	69.21	65.894	68.591	68.612	69.06500000000001	71.37699999999998	69.501	69.897	71.956	68.73500000000001	67.59200000000001	69.024	68.18199999999997	68.838	68.34500000000001	68.817	70.233	69.73	68.962	69.85499999999997	75.441	79.308	73.502	67.978	67.16899999999998	69.314	67.37	68.12099999999998	68.632	69.06500000000001	67.149	68.838	69.981	70.149	69.73	69.792	69.563	68.18199999999997	66.928	66.469	67.089	65.521	66.728	67.998	66.15099999999998	66.82799999999997	67.16899999999998	67.998	66.27	66.668	67.16899999999998	67.35	68.1	66.888	68.77599999999998	69.48	68.141	69.314	69.024	69.646	71.057	70.191	69.62599999999998	70.044	69.73	70.866	69.939	70.866	70.802	72.714	70.866	time interval
milliseconds
NewOrder 95th Percentile Response Time - 100 Connections
SAS	120.0	180.0	240.0	300.0	360.0	420.0	480.0	540.0	600.0	660.0	720.0	780.0	840.0	900.0	960.0	1020.0	1080.0	1140.0	1200.0	1260.0	1320.0	1380.0	1440.0	1500.0	1560.0	1620.0	1680.0	1740.0	1800.0	1860.0	1920.0	1980.0	2040.0	2100.0	2160.0	2220.0	2280.0	2340.0	2400.0	2460.0	2520.0	2580.0	2640.0	2700.0	2760.0	2820.0	2880.0	2940.0	3000.0	3060.0	3120.0	3180.0	3240.0	3300.0	3360.0	3420.0	3480.0	3540.0	3600.0	3660.0	3720.0	3780.0	3840.0	3900.0	3960.0	4020.0	4080.0	4140.0	4200.0	4260.0	4320.0	4380.0	4440.0	4500.0	4560.0	4620.0	4680.0	4740.0	4800.0	4860.0	4920.0	4980.0	5040.0	5100.0	5160.0	5220.0	5280.0	5340.0	5400.0	5460.0	5520.0	5580.0	5640.0	5700.0	5760.0	5820.0	5880.0	5940.0	6000.0	6060.0	6120.0	6180.0	6240.0	6300.0	6360.0	6420.0	6480.0	6540.0	6600.0	6660.0	6720.0	6780.0	6840.0	6900.0	6960.0	7020.0	7080.0	7140.0	7200.0	68.53	66.868	63.932	64.258	64.2	64.62499999999998	63.798	63.989	63.474	63.703	62.344	63.341	63.247	64.354	64.60499999999997	63.209	62.79400000000001	62.66300000000001	63.058	63.493	63.779	63.417	63.779	63.60700000000001	63.875	63.36	64.297	64.70200000000001	64.431	63.932	63.19	63.779	64.66299999999998	64.87699999999998	64.085	64.258	63.058	64.62499999999998	63.83600000000001	64.81800000000001	65.149	64.258	65.81500000000001	66.928	66.948	68.1	68.87899999999998	71.1	69.21	65.894	68.591	68.612	69.06500000000001	71.37699999999998	69.501	69.897	71.956	68.73500000000001	67.59200000000001	69.024	68.18199999999997	68.838	68.34500000000001	68.817	70.233	69.73	68.962	69.85499999999997	75.441	79.308	73.502	67.978	67.16899999999998	69.314	67.37	68.12099999999998	68.632	69.06500000000001	67.149	68.838	69.981	70.149	69.73	69.792	69.563	68.18199999999997	66.928	66.469	67.089	65.521	66.728	67.998	66.15099999999998	66.82799999999997	67.16899999999998	67.998	66.27	66.668	67.16899999999998	67.35	68.1	66.888	68.77599999999998	69.48	68.141	69.314	69.024	69.646	71.057	70.191	69.62599999999998	70.044	69.73	70.866	69.939	70.866	70.802	72.714	70.866	nvme	120.0	180.0	240.0	300.0	360.0	420.0	480.0	540.0	600.0	660.0	720.0	780.0	840.0	900.0	960.0	1020.0	1080.0	1140.0	1200.0	1260.0	1320.0	1380.0	1440.0	1500.0	1560.0	1620.0	1680.0	1740.0	1800.0	1860.0	1920.0	1980.0	2040.0	2100.0	2160.0	2220.0	2280.0	2340.0	2400.0	2460.0	2520.0	2580.0	2640.0	2700.0	2760.0	2820.0	2880.0	2940.0	3000.0	3060.0	3120.0	3180.0	3240.0	3300.0	3360.0	3420.0	3480.0	3540.0	3600.0	3660.0	3720.0	3780.0	3840.0	3900.0	3960.0	4020.0	4080.0	4140.0	4200.0	4260.0	4320.0	4380.0	4440.0	4500.0	4560.0	4620.0	4680.0	4740.0	4800.0	4860.0	4920.0	4980.0	5040.0	5100.0	5160.0	5220.0	5280.0	5340.0	5400.0	5460.0	5520.0	5580.0	5640.0	5700.0	5760.0	5820.0	5880.0	5940.0	6000.0	6060.0	6120.0	6180.0	6240.0	6300.0	6360.0	6420.0	6480.0	6540.0	6600.0	6660.0	6720.0	6780.0	6840.0	6900.0	6960.0	7020.0	7080.0	7140.0	7200.0	28.102	28.62	28.783	29.348	29.445	29.463	30.06	30.632	30.042	30.213	29.898	30.568	30.39399999999999	30.385	30.431	30.54	30.295	30.14099999999999	30.687	30.715	30.77	30.44	31.67599999999999	32.02	31.525	31.346	31.838	31.14	31.771	31.412	30.77	31.262	31.271	32.0	31.648	30.742	31.459	31.038	31.346	30.86199999999999	30.871	30.742	30.213	30.51300000000001	31.01	31.32700000000001	31.62	35.59900000000001	31.876	31.19600000000001	31.657	30.85300000000001	30.945	30.779	30.54	31.168	31.187	31.857	31.113	31.24299999999998	31.412	30.881	31.412	31.047	31.572	30.751	30.52199999999999	31.337	30.761	31.35600000000001	30.945	32.231	32.357	32.058	32.884	32.357	32.154	32.308	31.752	32.212	32.79600000000001	32.202	31.36499999999999	31.32700000000001	31.819	31.412	32.22100000000001	31.346	31.838	32.923	32.864	33.51	33.33	33.965	33.151	33.954	33.72100000000001	33.37	33.55	33.46	33.802	34.829	35.471	35.376	35.995	35.10100000000001	34.621	34.819	33.92400000000001	35.695	36.255	36.19	36.945	36.82400000000001	36.67	36.857	36.989	37.48	36.59300000000001	time interval
milliseconds
95th percentile Response Time - New Order
sas-hdd	50 c	100 c	150 c	6329.743966666668	5288.25866666667	sata	50 c	100 c	150 c	1066.145316666667	1188.015008333333	1191.948633333333	nvme	50 c	100 c	150 c	36.85918333333331	54.21594999999998	85.60979166666662	milliseconds
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